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Abstract

Purpose: The purpose of this paper is to measure author influence in scientific collaboration 
networks by considering the combined effects of multiple indexes. In the meanwhile, we 
intend to explore a method to avoid assigning subjective weights.

Design/methodology/approach: We applied four centrality measures (degree centrality, 
betweenness centrality, closeness centrality and eigenvector centrality) and authors’ published 
papers to the scientific collaboration network. The grey relational analysis (GRA) method 
based on information entropy was used to measure an author’s impact in the collaboration 
network. The weight of each evaluation index was determined based on information entropy. 
The ACM SIGKDD collaboration network was selected as an example to demonstrate the 
practicality and effectiveness of our method.

Findings: Author influence was not always positively correlated with evaluation indexes 
such as degree centrality and betweenness centrality. This implies that combined effects of 
multiple indexes should be considered in author impact analysis. The introduction of the GRA 
method based on information entropy can reduce the interference of human factors in the 
evaluation process.

Research limitations: We only analyzed author influence from the perspective of scientific 
collaboration, but the impact of citation on author influence was ignored. 

Practical implications: The proposed method can be also applied to detect influential authors 
in bibliographic co-citation network, author co-citation network, bibliographic coupling 
network or author coupling network. It would help facilitate scientific collaboration and 
enhance scholarly communication.

Originality/value: This paper proposes an analytical method of evaluating author influence 
in scientific collaboration networks, in which combined effects of multiple indexes are 
considered and the interference of human factors is reduced in the evaluation process.
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1 Introduction

With the rapid development of science and technology as well as the launch of 
multi- and interdisciplinary research projects, an individual scientist can hardly 
provide all of the expertise and resources necessary to address complex research 
problems, making scientific collaboration essential to any research projects. There 
has been a growing interest in scientific collaboration networks. Most of the current 
research was focused on weighting patterns, network structure features, and network 
evaluation[1–5], but not enough attention has been paid to the measurement of an 
author’s influence.

A social network is a set of people or groups, each of which has connections 
of some kind to some or all of the others[6]. In this paper, we study a scientific 
collaboration network, in which the nodes or actors are scientists and the ties 
between them are scientific collaborations. Scientists are considered connected if 
they have coauthored one or more papers. A scientist’s influence in this paper refers 
to the scope and depth of his or her influence in the scientific field due to his or her 
position in the collaboration network and the number of papers he or she has 
published. Identifying influential authors in a collaborative network has become 
increasingly important in order to better facilitate scientific collaboration and 
enhance scholarly communication.

At present, there are two main methods for author impact analysis. The first is 
social network analysis which uses centrality measures in measuring an author’s 
influence. An author with high degree centrality is likely to have more collaborators. 
An author who has high betweenness centrality is a connector or broker that brings 
other authors together[7]. Generally speaking, it is believed that authors who have 
high degree centrality and betweenness centrality are influential people, but Kitsak 
et al.[8] found that locations also determine social network influence. They reported 
that actors with many connection hubs located at the periphery of a network were 
poor spreaders, whereas actors with fewer connections but locations near the core 
were just as likely to spread information as similarly situated nodes with more 
connections.   The second method is node removal analysis. It measures a node’s 
importance by the degree of damage that the node can cause if removed, and more 
serious damage indicates greater importance of the node[9]. However, this method 
measures the importance of nodes only from the perspective of network connectivity, 
and the other factors that also influence their importance were ignored.

In response to the inadequacies of the above-mentioned methods, researchers 
proposed some new techniques to measure an author’s influence. Igami & Saka[10] 
used the PageRank algorithm to analyze an institution’s influence in the scientific 
collaboration networks of ʻnano science and nano materials’ and ‘particle physics 
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and cosmology’. Liu et al.[11] modified the PageRank algorithm and proposed 
AuthorRank as an author impact indicator. However, they only considered the 
neighbor impact on a node’s influence by using and modifying the PageRank 
algorithm. Wang et al.[12] put forward a method which not only considered centrality 
metrics of a node and its adjacent nodes but also suggested adjustable parameters. 
Using their method, however, may lead to subjective weights assignment. Kitsak 
et al.[8] considered the location of a node in the network, and proposed an algorithm 
to measure the influence of nodes based on the k-shell index, a degree-based measure 
of a node’s ‘coreness’. Nevertheless, they ignored the impact of published papers 
on a scientist’s influence. Zhang et al.[13] analyzed an author’s influence separately 
from the number of papers the author has published, degree centrality, betweenness 
centrality and the PageRank algorithm. However, the combined effects of these four 
indexes were not considered in their method.

Although the previous studies have applied centrality and other measures to 
evaluate a scientist’s influence in a collaboration network, some indicators that 
could affect an author’s importance were not considered in their respective method. 
In this paper, we try to fill this gap by not only considering centrality measures and 
the number of papers a scientist published, but also introducing the entropy theory 
to determine the weight of each evaluation index, and we propose to use the grey 
relational analysis (GRA) method based on information entropy to measure an 
author’s influence in a collaboration network.

2 The GRA method based on information entropy
2.1 Principle and analysis steps of GRA

Grey relational analysis (GRA)[14] is a method for the quantitative analysis of the 
degree of correlation between two objects. It is based on the concept that the optimal 
alternative should have the largest degree of grey relation from positive ideal 
solution (PIS) and the smallest degree of grey relation from the negative ideal 
solution[15]. The grey relational degree reflects the closeness between alternative 
object and ideal object. The greater the grey relational degree, the more closely 
connected are the two objects. By using this method, we calculated the degree of 
grey relation between every alternative and the ideal author, i.e. the PIS, and 
determined the ranking order of all alternatives. The calculation steps[14] are as 
follows:

Step 1: Determine the reference sequence and the comparative sequence. 
Assuming there are n samples to be evaluated and compared with the ideal author 
and m evaluation indexes, then let X0 = { X0(1), X0(2), …, X0(k), …, X0(m) }, Xi = 
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{ Xi(1), Xi(2), …, Xi(k), …, Xi(m) }, i = 1,2,…, n; k = 1,2, …, m, where X0 represents 
the reference sequence, and Xi the comparative sequence. X0(k) represents the 
optimum value of the k-th index. Xi(k) represents the value of the k-th index of the 
i-th node.

Step 2: Normalize the sequence data. Because the evaluation indexes have the 
different meanings and orders of magnitude, it is necessary to normalize the 
raw data to ensure the equivalence of each data. The normalization equation used 
in this paper is shown in Eq. (1):
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Step 3: Calculate the index correlation coefficient with Eq. (2):
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Where, i = 1,2,…, n; k = 1, 2,…, m. ξi(k) represents the correlation coefficient 
between the k-th index of the i-th alternative author and the k-th index of the ideal 
author; x0ʹ(k) represents the optimum value of the k-th index; ρ is the solution 
coefficient, generally equal to 0.5.

Step 4: Calculate the grey relational degree of each alternative from the ideal 
author with Eq. (3):

 γi = 
1=

∑
m

k

w(k)ξi(k) (3)

Where, i = 1,2,…, n; k = 1,2,…, m; w(k) represents the weight of the k-th index.

2.2 The entropy method for index weight determination

The commonly used methods for determining index weights such as the analytic 
hierarchy process (AHP)[16,17], questionnaire survey, and expert estimation may lead 
to subjective weights assignment. In information theory, entropy can be approximately 
defined as the degree of disorder or uncertainty in a system[18] and its value reflects 
the degree of disorder of the information system. The smaller the value, the lower 
the system disorder, and the greater the utility of the information; conversely, the 
higher the system disorder, the smaller the utility of the information[19]. For the 
author’s influence matrix which was composed of n evaluation objects and m 
evaluation indexes, we can use the entropy theory to measure the information utility 
and determine the index weights. The advantage of this method is to minimize the 
interference of human factors in assigning weights. For the given evaluation issue 
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which has n evaluation objects and m evaluation indexes, we calculate the entropy 
value of the k-th index with Eqs. (4), (5), and (6)[20]:

 Hi = 
1

ln
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kj kj
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p f f  (4)
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Where, k = 1,2,…, m; i kjx ′  represents the normalized value of the k-th index of the 
j-th evaluation object. We assume that if fkj = 0, then Hi = 0. So the entropy weight 
of the k-th index can be calculated with Eqs. (7) and (8):
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Where, w(k) represents the weight of the k-th index and Hk represents the entropy 
value of the k-th index.

3 Experiment and results
3.1 Data source

In this paper, we selected ACM SIGKDD  proceeding papers from the year 2001 
to 2011 in the Engineering Information (EI) database as the data for our experiment. 
By constructing a scientific collaboration network, we found that there were 1,358 
papers involving 2,792 authors during the period of 2001–2011. According to 
Price’s law[21], the author who publishes N or more papers is the core or outstanding 
author. N is calculated as N = 0.749(ηmax)1/2[21], ηmax represents the maximum number 
of published papers of an author. In this paper, we selected authors who published 
4 or more papers for analysis (164 authors in total). Of them, there were 150 authors 
who were found to have collaboration relationships.

 SIGKDD is the Association for Computing Machinery’s Special Interest Group on Knowledge Discovery 
and Data Mining. The official Web page of SIGKDD can be found on http://www.kdd.org.
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3.2 Data analysis steps

3.2.1 The evaluation indexes

Previous studies on social network analysis[22,23] indicated that a node’s impact is 
closely linked with its location in the network and a node’s structural attribute in a 
network is represented by centrality measures. Freeman[7] demonstrated that the 
more central a node is to the network structure, the more power it tends to have. In 
addition, the number of papers an author has published is also an important factor 
affecting the author’s influence[24]. In this study, we applied four classic centrality 
measures (degree centrality, closeness centrality, betweenness centrality and 
eigenvector centrality) and the number of published papers to a scientist collaboration 
network. The evaluation indexes were summarized in Table 1.

3.2.2 The index correlation coeffiecient

We first used UCINET software to calculate the value of each index defined in Table 
1, and then normalized the data with Eq. (1) and determine the reference sequence 
X0 = { 1.0000, 1.0000, 1.0000, 1.0000, 1.0000 }. Finally, we used Eq. (2) to calculate 
the index correlation coefficients (Table 2).

3.2.3  The index weight and the relative relational degree of each alternative 
from PIS

We first used Eqs. (4), (5), (6), and (7) to calculate the weight w(k) (k = 1,2,3,4, 
and 5) of each index (Table 3), and then we used Eq. (3) to calculate the degree of 
grey relation between every alternative and the ideal author. Finally, we selected the 
top 20 authors according to their grey relational degree. The ranking results were 
displayed in Table 4.

4 Discussions and conclusions

The degree of grey relation between each alternative and the ideal author reflects 
the closeness between an evaluated author and the ideal author. The more closely 
correlated to the ideal author, the greater influence an author has; conversely, the 
smaller influence the author has. In Table 4, we observed that Faloutsos has the 
highest correlation with the ideal author, which indicated that he was the most 
influential author in the field of knowledge discovery and data mining. From the 
scatter diagrams in Fig. 1, we found that the grey relational degree was not always 
positively associated with evaluation indexes such as degree centrality and 
betweenness centrality. For example, Li L (No. 19) was ranked the ninth in Table 4 
and the grey relational degree for him was 0.4075, but his betweenness centrality 
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Table 1 Evaluation indexes of an author’s influence

Measure Eq. Definition Explanation

Degree
centrality

CD(ni) = d(ni) (9) Degree centrality refers to the 
number of ties that a node has 
with other nodes. In Eq. (9), 
d(ni) represents the number of 
nodes that were directly con-
nected to a node i, which is the 
number of nodes which have 
collaboration relationships with 
the author i.

The larger the value of a 
node, the more cooperative 
partners the node has, and 
the more important the 
node in the network.

Closeness
centrality

Cc(ni) = 
1=

∑
n

j

L(ni, nj) (10) Closeness centrality is the sum 
of the shortest distances from a 
focal node to all other nodes. It 
describes the degree of diffi-
culty that a node over the net-
work has in connecting to other 
network nodes. In Eq. (10), 
Cc(ni) is the closeness centrality, 
n represents the number of 
nodes in the network and 
L(ni,nj) represents the shortest 
distance between nodes i and j.

The smaller the value of a 
node, the easier for the 
node to cooperate with oth-
ers; And the more central 
position the node is at the 
knowledge exchange net-
work, the more important 
the node in the network.

Betweenness 
centrality

CB(ni) = 
1 1= =

∑∑
n n

j k

gjk(ni) 
(11)

Betweenness centrality de-
scribes the number of the short-
est paths that pass through a 
node. The betweenness central-
ity of a node i is calculated in 
Eq. (11), where gjk(ni) repre-
sents the number of the shortest 
paths from j to k that pass 
through i; gjk is the number of 
the shortest paths from j to k.

The larger the value of a 
node, the more collabora-
tion relationships via the 
node, the more capable the 
node in having information 
and other resources and 
transferring information. 
Therefore, the node is 
more important in the net-
work.

Eigenvector
centrality

xi =  a1i   x1 + a2i   x2

+ … + aij  x1i

+ … + ani   xn (12)

Suppose A is the adjacency 
matrix. Then the matrix:

Al x = x (13)

Eigenvector centrality takes 
into account the contribution of 
adjacent nodes’ centrality to a 
node’s importance. In Eq. (12), 
aij indicates the contribution of 
a node i to a node j; x is a vector 
of the centrality value, and in 
Eq. (13), Al is the transposed 
matrix of A.

A larger value of eigenvec-
tor centrality of a node in-
dicates that its connections 
are themselves very well 
connected and located in 
the center. The larger the 
value, the more important 
the node in the network.

Number of 
papers 
published

Cp(ni) = ∑pni (14) The number of papers an author 
has published represents the 
level of an author’s activity. In 
Eq. (14), we use ∑ pni to rep-
resent the number of papers an 
author has published.

The more papers an author 
has published, the greater 
academic achievement the 
author has, and the greater 
influence the author has.
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Table 2 Partial correlation coefficients (ρ = 0.5)

Author Degree Closeness Betweenness Eigenvector Paper

1 Faloutsos, C 1.0000 0.9949 0.5088 1.0000 1.0000
2 Tong, HH 0.5281 0.9917 0.3531 0.7302 0.3793
3 Kumar, V 0.4234 0.9762 0.3376 0.3337 0.4286
4 Steinbach,M 0.3884 0.9673 0.3333 0.3337 0.3548
5 Chen, JH 0.3821 0.9807 0.3354 0.3353 0.3474
6 Ye, JP 0.5054 0.9861 0.3896 0.3373 0.5077
7 Chen, J 0.4017 0.9726 0.3342 0.3337 0.3474
8 Xiong, H 0.5054 0.9792 0.3708 0.3337 0.4286
9 Han, JW 0.7460 0.9948 0.4011 0.3912 0.7674
10 Yan, XF 0.4017 0.9854 0.3339 0.3579 0.3626
11 Ji, SW 0.3821 0.9739 0.3335 0.3349 0.3474
12 Kumar, R 0.4087 0.9740 0.3349 0.3439 0.4521
13 Tomkins, A 0.3884 0.9836 0.3447 0.3525 0.3548
14 Tan, PN 0.3884 0.9682 0.3388 0.3333 0.3708
15 Mei, QZ 0.3884 0.9819 0.3348 0.3452 0.3708
16 Zhai, CX 0.3643 0.9727 0.3333 0.3381 0.3882
17 Jiang, DX 0.3821 0.9822 0.3335 0.3410 0.3402
18 Pei, J 0.5165 0.9949 0.4130 0.3593 0.4925
19 Li, L 0.3950 0.9821 0.3333 0.4791 0.3402
20 Cheng, H 0.4159 0.9856 0.3391 0.3570 0.3474

Note: We first get the sum of the shortest distances from a focal node to all other nodes and then the 
standardized closeness centrality is equal to one minus the number of nodes, divided by the sum of distances.

Table 3 The weight of each evaluation index

Index Degree Closeness Betweenness Eigenvector Paper

Weight 0.1094 0.0184 0.2840 0.3705 0.2177

value was zero. This example shows that it is inadequate to use only one evaluation 
index to determine an author’s influence.

The basic idea of grey relational analysis (GRA) is to judge whether or not two 
objects are closely correlated by comparing the similarity degree of curve shapes of 
the reference sequence and the comparative sequence. The more similar the curves, 

Table 4 Author ranking based on the degree of grey relation to the ideal author

Ranking Author Relational degree Ranking Author Relational degree

1 Faloutsos, C 0.8604 11 Sun, J 0.4056
2 Yu, P S 0.7089 12 Gallagher, B 0.3999
3 Tong, HH 0.5294 13 Aggarwal, CC 0.3976
4 Han, JW 0.5258 14 Akoglu, L 0.3975
5 Pei, J 0.4324 15 Xiong, H 0.3956
6 Eliassi-Rad, T 0.4218 16 Wang, HX 0.3854
7 Ye, JP 0.4196 17 Mannila, H 0.3837
8 Fan, W 0.4129 18 Kumar, R 0.3836
9 Li, L 0.4075 19 Keogh, E 0.3823
20 Liu, B 0.3775 20 Liu, B 0.3775
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Fig . 1 The relationships between the relative relational degree and (a) degree centrality, (b) betweenness 
centrality, (c) eigenvector centrality and (d) published paper.

the higher the relational degree of corresponding sequences. By introducing the 
entropy theory into GRA, we determined the index weights according to the utility 
of the data itself. In this way, we reduced the interference of human factors in the 
evaluation process.

We used the GRA method based on information entropy to measure an author’s 
influence in this paper. Compared with other evaluation methods, our method makes 
authors’ impact evaluation more objective and fair. Meanwhile, this method can be 
applied to detect influential authors in bibliographic co-citation network, author 
co-citation network, bibliographic coupling network or author coupling network. 

However, we only studied an author’s influence from the perspective of scientific 
collaboration network, and the impact of citation on the author’s influence was 
ignored. We will explore how to measure an author’s influence from the perspective 
of scientific collaboration and citation in our future study.
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